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Abstract

In November, 2018, the Insight mission deployed the first seismometer on the surface of Mars, which is
returning seismic data since January 2019. Mars tectonic activity is expected to be low, making meteorite
impacts an important source of seismic signal. It is thus necessary to develop models of the amplitude
and frequency content of the seismic signal they generate. During this internship, the HOSS (Hybrid
Optimization Software Suite) mechanical simulation software of the Los Alamos National Laboratory
(LANL) was used to model the dynamics of hypervelocity impacts on a regolith layer. An original
model for low density porous medium was developed on the basis of small-scale experiments targeting
a pumice sand, conducted at the NASA Ames Vertical Gun Range (AVGR) facility. A parametric study
was made to understand various features of the equation of state and strength equation of the target
material. The transition between the elastic the plastic regime of the equation of state was shown to
have a big influence on the amplitude and shape of an impact-induced shock wave. Taking a transition
pressure of Pel = 103 Pa, an elastic bulk modulus of Kel = 10 MPa and a transition bulk modulus of
Ktrans = 6 MPa showed a good agreement of the velocity and acceleration signal between the numerical
model and the experimental results. In future works, this model will be used to study impact seismic
sources at larger scales and their analogy with recent marsquakes recorded by InSight’s seismometer.
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1 Introduction

Mars: a quiet planet ?

Mars is the fourth telluric planet of our solar system. It is half the size of Earth in radius and
orbits at around 1.5 astronomic units from the sun. It is therefore a small, cold object with a faint
atmosphere. However, these characteristics are also the reason why it is an important subject of
study. Thanks to the planet’s small mass and faint atmosphere, Mars’ surface can be observed
from orbit by optic instruments and is within reach of today’s landers. Since the first soviet
mission Mars 2 in 1971, it hosted 10 landers and rovers carrying out geologic experiments.
Moreover, Mars is closer to the Earth in size and mass than the Moon and other reachable
objects of the solar system. By studying the history of Mars and comparing it to Earth’s, the
scientific community gathers evidence to test modern scenarios of the formation and evolution
of telluric planets in the solar system, and challenges hypotheses about their ability to host life.

Over the last century, many discoveries were made on Mars, and old popular beliefs on the
existence of its flora and fauna were blown away. Today, Mars is considered to be free of any
trace of biologic life. Mars’ tectonic life is thought to be lower than Earth’s and may even be gone
for good [Zuber et al., 2000]. Its global magnetic fields is also weak (< 0.5 nT) and dominated by
crustal sources [Connerney et al., 2001]. Consequently, little is known on its interior structure
and evolution. Mars’ surface, however, shows a high number of old and more recent meteorites
impacts. This impacting activity can even be monitored through analysis of the satellite Mars
Reconaissance Orbiter (MRO) image bank [Daubar et al., 2014]. Measuring Mars’ tectonic and
meteoritic activity, and using it to study the interior structure of the planet, is now one of the
science objectives of the InSight (Interior Exploration using Seismic Investigations, Geodesy
and Heat Transport) lander.

The InSight mission

The Insight mission landed on Mars on November 26, 2018. It is equipped with a short
period and a very broadband seismometer, SEIS (Seismic Experiment for Interior Structure)
[Lognonné et al., 2019], developped at the Centre National d’Études Spatiales (CNES) and
Institut de Physique du Globe de Paris (IPGP). SEIS was placed on the surface of the planet in
December 2018 and has been, since then, ”listening” on the Martian soil as a part of its 2-year
mission.

Over the first three months of its operation, SEIS recorded four likely ”marsquakes” (NASA
Press Release - 19-032). With a single seismic station and little knowledge of the internal
structure of the planet, it is difficult to assess with precision the exact origin of a signal. The later
could be coming from small faults or old geologic formation in the lander’s close environment,
or from contraction caused by the planet’s cooling. It could also be produced by volcanic
activity, by a landslide, and last by meteoritic activity. All of these hypotheses have to be
investigated with precision while scientists are waiting for more events to conduct statistic
studies. This work is focusing on the impact origin.

The impact cratering physics: an active area of research

In this framework, it is important to have a full understanding of the physics behind the seismic
excitation of impacts. An interesting aspect of impacts is that their location can be established
with satellite image of orbiters such as MRO. Satellite image will also provide information on
the size of the crater, that would be an important constraint to the impact physics. However, the
dynamic process of generating seismic waves from meteorite impacts is still unknown in large
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part. Available data is limited to laboratory experiments on Earth and to information collected
on terrestrial impacts (occurring in Earth atmospheric condition) and lunar impacts recorded
by the Apollo mission (occurring without atmosphere).

Five seismometers were placed on the surface of the Moon in the late 60’s to early 70’s, during
the Appolo 11, 12, 14, 15 and 16 missions. They recorded man-made impacts like of the Lunar
Module (LEM) and determined a relationship between signal amplitude and impact distance.
These relationships may be applied to Martian events, for instance events of Sols 105 and 133
(see figure 1). However, no existing theory can predict the spectrum and cutoff frequency of
these events’ signal. Appolo data cannot constrain the source, whose information is lost during
propagation. This knowledge of the source is of critical importance to be able to discriminate
between impact events and other possible origins of signals detected by SEIS.

Figure 1 – Signals of the LEM impacts recorded by Appolo seismometers compared to Sol 133
and Sol 105 Martian signals. Respective amplitude are converted to Appolo’s Digital Units
(DU) and used to determine the possible distances of events 133 and 105. Pers. comm. of P.
Lognonné.

During an impact event, several high-energy phase transitions, deformation and failure phe-
nomena take place. The dynamics of these phenomena is hard to model or even to reproduce in
laboratory experiments. Observation of terrestrial crater geology has shown that a significant
amount of melting and vaporizing may take place in the very first seconds of an impact shock
[Melosh, 1989]. The kinetic energy of the bolide hitting the ground then transfers into a shock
wave, which will induce a non-linear plastic response of the medium it propagates in. The
dissipation of this shock wave through viscous damping phenomena, and geometric spreading
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will finally allow the shock wave to reach a linear-elastic state and propagate as a seismic wave.
The exact amount of energy that is transferred from the bolide to this seismic wave is not well
constrained. The seismic efficiency, described as the ration of seismic energy over the initial
kinetic energy of an impact, varies from 10−6 to 10−2 [Güldemeister and Wünnemann, 2017].
The wave’s amplitude, shape and frequency components will highly depend on the bolide and
the ground mechanical and thermodynamical properties.

Therefore, a better understanding of the dynamics of impacts in materials with different geo-
logical properties is the key to better assess their associated seismic source.

Aim of the work

Most of the shallow surface of the Moon and Mars around the InSight lander is known to be
covered with regolith, an unconsolidated mix of sand and small fractured rocks covering a
wide range of grain sizes. Due to its grainy structure, sand undergoes a very different evolution
than bedrocks under strong load. Contrary to rocks, which will dissipate the loaded energy
mainly through elastic deformation and fracture, sand will dissipate a significant amount of
energy through the process of pore-crushing, compaction, friction and grain displacement. This
dissipative property explains why sandy materials are often used as protections against shocks.
Also for this reason, sands and unconsolidated materials are thought to show a very different
response under hypervelocity impacts. In the context of planetary exploration and the Insight
mission, it has become necessary to understand what kind of signal, amplitudes and frequencies
an impact in regolith could produce.

Moreover, a planetary surface cannot be described by a single layer of regolith. Close to the
Insight lander, this layer is thought to vary between 2 and 12 meters depth [Warner et al., 2017].
In addition to the previous question, an exhaustive study of impact seismic source should thus
also take into account a layer of basaltic bedrock lying below the unconsolidated material. This
second layer might undergo fracturing and plasticity above a range of impactor sizes, speeds
and regolith depth. The effect of these plastic response to the impact shock have never been
investigated.

To answer this question, small-scale laboratory experiments are not sufficient. On the other
hand, the theory of impact physics is limited, given the extremely non-linear phenomenon
at play during the shock. However, both these areas of impact physics may help build an
accurate numerical model, able to describe shock waves both at small and large scales. Many
of such codes, called hydrocodes or shock codes, have been developed over the years, and
they have recently shown a good consistency with some laboratory experiments and between
them in benchmarking exercises [Pierazzo et al., 2008]. Still, a lot of them remain limited to
the description of continuous materials similar to fluids, and struggle to handle fracturing and
grain-like behaviours of geomaterials [Güldemeister and Wünnemann, 2017].

This Master internship aims at using a novel numerical modelling software, HOSS (Hybrid
Optimization Software Suite), developed at the Earth and Environmental Sciences division of
the Los Alamos National Laboratory [Munjiza et al., 2014], to create a model of impacts on
regolith. This software is able to simulate high strain and high stress situations using first
principle physics. It is also able to handle fractures and discontinuities in an unique way, which
makes it fit for an accurate description of geomaterials. By designing a representative model
of the Martian subsurface, it will allow for the determination of the medium’s influence on the
seismic signal produced by impacts, and thus to verify the estimates of Daubar et al. [2018] and
Teanby [2015].

To accurately calibrate the model of regolith, a set of reduced-size experiments of supersonic
impacts conducted in 2012 at the NASA-AVGR (Ames Vertical Gun Range) facility [Richardson
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and Kedar, 2013] was first used. Several parametric studies were conducted in order to under-
stand the role of each part of the model. Then, the results of these studies were applied to the
determination of an accurate model of regolith for the experiments. This model will allow for
the simulation of impacts at bigger scales, for future comparison and analysis of data recorded
by SEIS.

2 Setting up and validating a numerical model of the Martian regolith

2.1 Methodology, available tools and data

To create a trustworthy numerical model of a physical phenomenon, two steps have to be
followed. In a first step, the numerical tool itself has to go through the process of Verification,
which is making sure that it yields physical results and solves a set of conservation equations
correctly. Once confidence in the numerical solver is gained, the second process is the Validation
of the model. It consists in testing the chosen model against real-world solutions, in a certain
regime. To do this, several simulations should be set up to reproduce laboratory experiments,
and their results should be compared to the field data. In an ideal case, several codes should
be benchmarked, which makes it possible to compare their results, confront and extend theory
in regimes where validation is not possible because experimental data is lacking.

Most of the existing numerical tools have already been carefully verified. This is also the case
for HOSS. However, models of a variety of geomaterials still need to be built and validated.
The Earth and Environmental Science Division of LANL was designing a model of sand before
the beginning of this project, but its validation process was not finished. The first part of this
internship thus consisted in the validation of a sand model for regolith. During a two and a half
months visit to LANL, I learnt how to handle HOSS and designed the appropriate setups for
this work. The validation process used the yet unpublished data from hypervelocity impacts
experiments, conducted at AVGR in 2012. The following sections are a descriptions of the
numerical tool, the experimental data and literature that were used to build this model.

2.1.1 The principle of a FDEM simulation

Historically, numerical codes designed to investigate shock physics used to study the hydrody-
namic behavior of materials, and most of nowadays ”shock physics” solver are therefore still
called hydrocodes. The original hydrocodes solved the equations of conservation of mass, mo-
mentum and energy, but today’s shock codes are also able to handle the constitutive equations
of materials. These constitutive equations are generally separated into the volumetric (equation
of state, further referred as EOS) and the deviatoric (strength model) response of a media (e.g
Pierazzo et al. [2008]).

Whereas the conservation equations remain the same for all hydrocodes, the constitutive equa-
tions and the way the conservation equations are formulated differ from one code to another.
As reported in Pierazzo et al. [2008], the two main formulations are the Eulerian formulation
and the Lagrangian formulation, along with some hybrid solutions. In the Eulerian formulation,
the simulation mesh is fixed and the materials flows through it. This means that interfaces and
discontinuities will be smoothed and limited by the element size. Tracking these discontinuities
may become a problem. The Lagrangian formulation fixes the grid on the material elements.
The mesh is carried along with it, which makes interface tracking very easy. However, ele-
ments might deform too much in high-strain region and cause inaccurracy in the integration of
conservation equations.

HOSS was developed at LANL to provide an innovative solution for simulating discontinuities.
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Applied stress
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Figure 2 – Graphic of a block of elements before and after a fracture, showing its finite and
discrete element mesh

The Finite-Element method is used in the resolution of continuous deformation inside of a
group of elements. But interfaces and frontiers between elements are described by the Discrete-
Element Method, as shown in figure 2 [Munjiza et al., 2014]. This allows the software to
simulate bounding forces between elements, damage, and fracture. The Discrete-Element
mesh also handles contact detection between several elements.

2.1.2 HOSS input models and controllable parameters

As LANL is a United States Department of Energy National Laboratory, HOSS source code
is limited to the development team. For this reason, it is not available to users outside of the
development team. However, HOSS’ inputs and several parameters can be modified by regular
users. They are several added .input files, which contain the model to be used. Here is their
description:

mesh.input The geometry of the simulation is generated using the software Cubit, designed
at Sandia National Laboratory. This software enables to create any type of 3D or 2D
geometry and mesh it with relatively versatile element sizes. It then generate an abaqus
file, that can be translated to HOSS’ language. The mesh.input file contains the coordinates
of all elements and element nodes, classified into several respectively blocks and nodesets.
A block gathers all elements that are part of the same material. A nodeset gathers all
nodes that will be subjected to particular boundary or initial conditions.

MPIDomains.input Once the geometry has been generated, it is sliced into several MPI
domains for parallelisation. The user defines the extent of the total domain, and the mean
number of element per MPI domain. For HOSS simulations, MPI domains should contain
between 1000 and 3000 elements, which results in a few hundreds of MPIDomains.

xxx.input The xxx.input file contains all the simulation informations that will be needed by
HOSS and are controlable by the user. The simulation duration, timestep and output
samplings are defined in this file. It also attributes a particular solver to each block,
depending wether the simulation is 3D or 2D, wether the material contains cohesive
properties or is simply continuous. The xxx.input file also allows to define the position
of the sensors the user wants to get as outputs. Sensors are lumped into an element, at
the initial time. Each sensor will be saved as a text file displaying coordinates, velocity
and stress tensor elements at each time at the sensor position. Finally, the xxx.input
file gathers some inputs files bc.input, EOS.input and H7H.input containing boundary
conditions, initial conditions and constitutive equations of each block and nodeset.
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bc.input The bc.input file includes the boundaries and initial conditions attributed to each
nodeset. It will also fix the cohesive properties of each block of elements. These cohesive
properties include the friction coefficient between two elements, and a damage law if
they are linked together by a breakable bound.

EOS.input, H7H.input These two inputs are specific to this particular project. The EOS.input
is a file containing the curve of the volumetric response of a particular material. H7H.input
contains the strength/mean-stress curves describing the deviatoric response of a particu-
lar material. In a regular project with purely elastic material, these constitutive equation
can simply be defined in the xxx.input. Here, an EOS and strength equation can be
designed separately for greater flexibility. The curves of the deviatoric and volumetric
response are determined by a number of physical parameters (bulk modulus Kel, shear
modulus G, transition pressure Pel from an elastic to a plastic behaviour...). This model-
ing work implied mostly finding a set of these parameters, which will be described more
precisely in section 2.1.4.

	INPUTS 

xxx.input 
Timestep, output frequency, 
block solvers 
 

bc.input 
Boundary conditions, initial 
conditions, cohesion, contact 

 
MPIDomains.input 

 
 
 
 

 
	

H7H.input 
Strength/Strain law 
 

 
 

mesh.input 
 
 
 

 
 

	

EOS.input 
Pressure/Strain law 
 

 
 

OUTPUTS 

Visualisation: 
Paraview 

software 

Post		
Processing:	
Python	

HOSS	
+Cluster	nodes	

	
	
	
	

Figure 3 – Diagramm of all HOSS inputs and outputs.

This set of modifiale parameters are schematized on figure 3. The simulation outputs sensor
files and .vtu, .pvtu files that can be visualised with the software Paraview, from the Sandia
National Laboratory. During this internship, the sensor data were post-processed using Python.
Paraview helped viewing the velocity and stress field, crater and ejecta shape, as well as
determining the cause of some crashes and problems.

2.1.3 Experimental data

In June 2012, Dr. J. E. Richardson and S. Kedar conducted a set of 22 laboratory hypervelocity
impacts experiments. [Richardson and Kedar, 2013]. These experiments used the NASA Ames
Vertical Gun Range (AVGR), a facility capable of shooting small bolides over a wide range of
velocities and angles, in a highly controlled environment. The last of such experiments had
occurred around 50 years ago and did not provide the high precision and sampling rates of
today’s sensors [McGarr et al., 1969].

The experimental setup is a closed tank, 2 meters in diameter and in height, filled with a
controlled atmosphere and target bed. In this set of experiments, Drs. Richardson and Kedar
were interested in the impact induced seismic signals generated on the shallow surface of
low-atmosphere planets by small bolides. They thus conducted 11 experiments in a near
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Shot # Impact angle
from horizon (◦)

Impact
velocity (km/s)

Impactor
type

Impactor
mass (g)

Pressure, Pa
(% of Mars atmosphere)

13 90 0,98 pyrex 0,2965 584,0 (97%)
22 90 5,82 aluminum 0,3765 653,4 (109%)

Table 1 – Characteristics of the two shots available for this study.

vacuum (Pressure lower than 1.0torr (130 Pa)), similar to the Moon atmosphere; and 11 other
experiments in a Martian atmosphere of ∼5-10 torr (660. - 1300 Pa). The Moon-like experiments
used a 0.1 − 0.2mm sand grains target bed, whereas the Mars experiments used a pumice sand
target bed of similar grain size.

Tests were monitored by 15 accelerometers buried into the sand, with a sampling rate of
10−5 s. Three stations buried vertically from the impact points recorded the vertical acceler-
ation. The remaining station were buried in varied positions radially from the impact points
and recorded both the vertical and radial acceleration. The AVGR was also equipped with 4
cameras with similar sampling rates, which were triggered a few milliseconds before the im-
pact time. These camera provided information on the crater ejecta angle and growth rate.
By imaging the burst of plasma produced at the contact of the bolide with the test bed,

30 4045 60753040456075(cm)

side view

top view

gun

3 cm
20 cm
40 cm
60 cm

Figure 4 – Description of the experimental setup
of the AVGR experiments

they could also provide a precise measure of
the time of impact. Finally, the crater sizes
and profiles were also measured at the end of
the tests.

This project being linked to Martian seismol-
ogy, only the tests conducted in a pumice test-
bed with a Mars-like atmosphere were used
in this study. This pumice sand medium was
chosen to be similar in composition, grain
size, and density to the Johnson Space Center
(JSC) Mars-1 Regolith Simulant [Allen et al.,
1997]. Among the 11 tests made with this ma-
terial, 6 were made with a vertical incidence
of the bolide and impact velocities ranging
from 0.98 to 5.2 km/s. The 5 other shots were
conducted with a 3.0 km/s velocity and inci-
dence angles ranging from 15 to 75 degrees.
All shots used a 6.3 mm radius pyrex bead
as impactor, except the highest velocity one
which used an aluminium bead of the same
radius. Their mass were respectively 0.29g
and 0.37g. Pictures of the ejecta, crater and
testbed of Shot #22 are shown on figure 5.

At the beginning of this project, only the data
of shot #22, the highest velocity impact, were available to the team. We then received the
data of Shot #13, the lowest velocity impact on pumice. We have conducted our study using
only these two impacts, which cover the minimum and maximum simulated impact energies.
However, Shot #13 low impact velocity made simulation more stable, and was more used than
Shot #22 when numerous tests were needed. The precise characteristics of these two shots are
summarized in table 1, and some of the data of Shot #13 are shown in appendix A.
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(a)
(b) (c)

Figure 5 – (a) Screenshot of Shot #22 side-view movie, 26ms after the impact. (b and c) Illustration
of the resulting 17.4cm radius crater.

Pressure

εel ε f c
Strain

Pel

elastic pore − crush f ull − crush

Figure 6 – Description of the typical Equation of State of a sand material

2.1.4 Litterature data and geomechanics

Before going any further, the mechanics of sands under shocks needs to be described. Sands
are unconsolidated, grainy materials. Sand grains present a variety of shapes and sizes, which
causes their piling and stacking to be imperfect and creates empty volumes filled with gas,
called pores. When submitted to a weak loading, a sand material will respond elastically, as
the supplied energy is not big enough to deform the pores or the grains permanently. Above
a certain loading, part of the loading energy goes into rearranging the grains with respect to
each other, and fills some of the pores : the material is no longer elastic. Under higher loading,
sand grains will start to split into finer grains, filling the pores even more. This pore-crushing
behaviour absorbs a large portion of the loading energy. Finally, at the end of this crushing
process, all pores disappear, and sand grains are in complete contact with one another. At this
pressure, sands behaves like a stone made of the same minerals.

This empirical description of sand may be formalised using the usual properties of continuum
mechanics : strain and stress, applied to a mesoscopic material element containing several
grains of sand. In the case of sand and many geomaterials, stress-strain relationships are
divided in two : the volumetric and deviatoric behaviour.

The volumetric constitutive law, or Equation of State (EOS), describes how pressure P will be
linked to the volumetric strain εv. We have :

P = f (εv) and εv =
V0 − V

V0
=

∆V
V0

, (1)
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with V0 being the initial volume, with no loading, of the considered material. In our case, this
EOS will be made of three different parts, illustrated in figure 6.

— In the elastic part of the EOS, the pressure/deformation law is a straight line whose slope
is the bulk modulus of the material, Kel.

— Above a certain pressure Pel, the material becomes plastic and enters the pore-crushing
part of the EOS. It accumulates irreversible deformation. In the literature, this curve is
known to follow an exponential law (see below).

— Finally, the pore-crushing curve crosses the full-crush part of the EOS. At this point, all
the material pores have been crushed and it behaves elastically. The EOS is a straight
line with a slope K f c similar to the elastic bulk modulus of a rock made with the same
compounds as the sand.

The HOSS user builds such an equation of state from scratch, in the form a the EOS.input file.
In this file, the coordinates in (ε,P) of the three elastic, pore-crush and full-crush curves can be
written, as well as the amount of tension (negative pressures) allowed for the material. It is
thus possible to fix by hand the parameters Pel, Kel, and the properties of the pore-crush curve
(exponent, initial slope) needed in the model. These parameters will describe one element, a
tetrahedron containing several thousands of sand grains, of the simulation. To allow mesoscopic
transport of the sand particles, no cohesion is set between these ”sand elements”, which are
free to contact and rub each other with a certain friction coefficient, or fly away from the test
bed into the ejecta.

Strength

Pyield

Smax

Mean Stress

yield curve

y =
f ·

x

Sc

Figure 7 – Description of the typical Strength Model of a sand material

The deviatoric law, or Strength Model, describes the link between the deviatoric and mean stress
applied on a volume. When the strength becomes too high, materials yield : they are damaged
and can no longer resist to an applied stress. For each overall stress value, there is consequently
a limit strength that cannot be exceeded. In continuum mechanics, this behaviour is portrayed
with a yield curve as in Figure 7, with the mean-stress being the x- and the strength being the
y-axis. As long as the material behaves in an elastic way, the yield curve is a simple straight
line whose slope is the Mohr-Coulomb friction coefficient. The Strength value Sc of the yield
curve at zero stress is called the cohesion of the material. When the mean-stress becomes too
high though, this straight line flattens to become approximately horizontal or even decrease.
This depicts how a material weakens under pressure, loosing its initial frictional properties to
behave more and more like a liquid. In HOSS, the H7H.input file allows the user to build a set
of yield curves, for each direction and strain value. To find an appropriate model of pumice,
all points of the curves can be modified, determining the parameters Pyield and the amount of
friction. It is also possible to introduce anisotropy in the material response, and some weakening
or hardening depending on the deformation.

Experimental studies of pumice sands at very high pressures and strain rates do not exist in the
literature. However, many works on more classic sands can be found. These works give some
insights on the variation of sand’s properties with varying grain sizes, initial density, or strain
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rates. For instance, as visible on figure 8, the initial density of a sand will highly influence its
equation of state [Luo et al., 2011]. A sand with an initial density of 1.51 g/m3 enters the plastic
regime at lower pressure than a sand with an initial density of 1.75 g/m3, therefore a looser
sand will also be weaker. The difference between a pumice sand and a regular silica sand is

Figure 8 – Results of test of the hydrostatic pressure vs. volumetric strain of dry sand with
varying initial densities. (a) Experimental plots, (b) plots calculated from the scaling law, in
logarithmic scale. Reproduced from the works of [Luo et al., 2011]

hard to define without an appropriate experiment. One thing can however be deduced from
the origin and formation of pumice sand. Pumice is a volcanic material formed by the cooling
of a gas-rich lava. Is is filled with gas bubbles, which produce many pores during the cooling
process. Therefore, it can be assessed that a pumice sand will contain pores not only between
grains, but also within the grains themselves. These supplementary pores makes it a very low
density material, and it can be deduced that pumice will be weaker and yield sooner than the
sands of these experiments. And indeed, we know from the experimental description given to
us by Drs. Richardson and Kedar that the pumice of the Martian runs weights only 880 kg/m3

instead of 1600 kg/m3 for the sand of the Lunar runs.

2.1.5 Overview of the creation of the model

During the AVGR experiments, a pyrex or aluminium bolide hits some pumice sand. The
aluminium and pyrex materials are well known from the literature and are well described by
a Tillotson Equation of State [Tillotson, 1962] and a Von Misses yield criterion, which won’t
be discussed here. Without any literature on pumice however, it is not easy to assess its
volumetric and deviatoric response. It makes it also very difficult to use generic equations
of states of porous materials developed for shock codes, like the snowplow, the p − α or the
ε − α models [Graham, 2012, Herrmann, 1969, Wünnemann et al., 2006, Collins et al., 2011].
Indeed, each of them requires a prior knowledge of some mechanical properties of the expected
material, like its maximum elastic pressure or maximum elastic strain.We are left with only two
informations : the density of the pumice, which is 880 kg/m3, and its porosity, which is 62%.

To overcome this lack of information, an alternative approach would be to conduct several
systematic tests of the input parameters of HOSS, and empirically understanding their effects
on the output shock wave. In particular, the effects of the two models EOS.input and H7H.input
need to be understood. To do so, several tests were made on the typical parameters of these
models : the yield pressure Pyield, the transition pressure Pel, but also the shapes of the pore-crush
curves and bulk moduli.
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Our tests had to be comparable to the typical size of the AVGR experiments. For this reason,
their geometry was designed with the software Cubit so as to match the dimensions of the
laboratory shots. A 30 degrees wedge representing the sand and the bead was set up, as
visible on figure 9. To optimize computation time, sand elements sizes increased away from
the impactor. The closest elements had a typical size of 1mm and thus contained around a
thousand sand grains. The sand and impactor elements were kept in place by two fixed walls,
that could only contact them and not exchange any energy with them. As said before, all sand
elements were made cohesionless and independent from each other to mimic the transport of
sand grains, but are described by the same material model. They interact by contact and friction.
The modelled sand tank was provided with sensors every centimetres in the vertical direction
and 45◦ from the impact point. To reduce the computing time, the first tests ranged only 30 to
50cm in depth and in radius. The final setup of figure 9 covered the entire dimension of the
AVGR tank and avoided reflexions of the shock wave on the borders to interfere too soon with
the desired signal. For simplicity, gravity was ignored in these tests. This results in a wrong
approximation of the crater and ejecta shapes, but is not supposed to change the simulation
outcomes as long as the hydrostatic pressure is smaller than the shock stresses.

(a)

(b)

Figure 9 – Screenshot of the setup used for this project, rendered with the software Cubit. (a)
shows a 30◦ wedge of sand (0 to 50cm in yellow and 50 to 90cm in pink) between two walls
(blue and turquoise), meshed with ∼ 375000 elements. (b) shows a zoom on the 30◦ pyrex or
aluminium beed reproducing the AVGR impactor, in green.

As a start, the model of sand designed by researcher Zhou Lei from the HOSS developing team
was used. This initial model is based on the works of [Luo et al., 2011, Berney et al., 2008] and
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is reproduced on figure 10.

(a) (b)

Figure 10 – Initial EOS (a) and Strength Model (b) used as a base for a pumice model. Reproduced
from the work of Zhou Lei (2019, pers. comm.).

2.2 Tests on the EOS and H7H : presentation, results and analysis

2.2.1 The elastic properties of the experimental material

Our first tests aimed at investigating the influence of the elastic properties of our sand on
the wave propagation. When the applied pressure drops below a certain level, the material
volumetric behaviour is described solely by its bulk modulus. For instance, in the work of Luo
et al. [2011], this bulk modulus and transition pressure were found to be K = 700 MPa and
Pel = 20 MPa. The pressure wave velocity for an elastic medium is given by

c =

√
K
ρ
,

where ρ is the density of the medium. When this model was used in the first runs, it became
very clear that the resulting propagation velocities for the pressure waves were too high. These
tests aimed at changing the bulk modulus in the elastic domain and analyse the effect of this
change on the wave propagation velocity. This study tried to reach for velocities closer to the
one recorded in the AVGR experiments, that is to say 250 m/s in sand and 150 m/s in pumice.

Figure 11 shows the initial EOS and the two modified EOS that were used for this test. The
legend box indicates the bulk moduli set for these three models. At this point in time, we had
not communicated with the principal investigators of the experiments and ignored about any
of the pumice characteristics. A generic sand density of 1700 kg/m3 was thus used to deduce
the wave speed. The sensors lined every 1cm in two directions made it possible to measure
the wave arrival times and thus the velocity of the wave as it passed them. Figures 12a and
12b show the plots of these wave velocities with distance from the impact. Depending on the
elastic bulk modulus, the shock wave velocity decreases and converges to the sound speed
determined from the bulk modulus.

These first two tests confirmed the importance of the elastic behaviour of the sand in the
late stages of the propagation. Despite our limited knowledge of the pumice sand’s material
properties, the study of the experimental seismic data gives some clues on its elastic response,
allowing us to set the slope of the elastic part of the EOS curve. However, the boundaries of
this elastic domain are yet to be assessed.
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Figure 11 – Curve of of the initial (purple) and modified EOS (blue and orange) (a) used to
investigate the wave speed. (b) shows a closer image of the three different elastic domains.
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Figure 12 – Velocity of the shock wave associated to the EOS of figure 11, measured between
two successive sensors for K = 94.8 MPa (a) and for K = 24.4 MPa (b).

2.2.2 Transition from the elastic to the plastic regime in the EOS

Following the study of the elastic domain of the volumetric equation of state, this work focused
on the transition to the pore-crush domain. The partitioning of energy in impact phenomena is
yet not well understood. However, this problem can be simplified by taking a first order look
at a mesoscopic sand element.

As the shock wave crosses an element volume, the incoming energy will have two main
roles. Part of it will generate a mechanical work proportional to the applied pressure and
the elementary volume change, as δW = −PdV. The other part of it will generate dissipative
processes in the form of temperature changes, phase transitions and, in our case, the plastic
deformation and crushing of the material. HOSS’ Equation Of State allows the user to establish
the pressure response in function of the deformation ε, with ε being directly proportional to
this element’s volume change (see equation 1). Using an integration by part, it is found that :

δW = −PεV0 = −V0

∫
(P +

dP
dε
ε)dε. (2)
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From this, it can be understood that the area below the EOS curve is determining the mechan-
ical work that the sand undergoes. The smaller this area is, the stronger plastic dissipation
phenomena will be, given that the total available energy remains the same. It is thus expected
that more energy will be dissipated inside the sand when the plastic pore-crush curve starts at
lower pressures.

Therefore, another test was designed to investigate this transition pressure. Three EOS were
constructed. As shown on Figure 13a, their curves were chosen so as to keep the same slope
in the elastic regime, drawn here in blue. Then, a similar pore-crush law was designed, and
shifted to intersect the elastic regime curve at three different transition pressures, Pel. The same
sensor points as in section 2.2.1 were used to observe the shock wave. Figure 13b shows the
peak pressure signals measured at each of these sensors. The three curves show that Pel indeed
has an influence on the pressure decay with distance. More precisely, a transition between the
elastic and the plastic regime can be observed for each of these tests. For Pel = 105 Pa and for
Pel = 104 Pa, the pressure decay law changes slope once the pressure drops below the elastic
limit, materialised on the figure by two plain lines.
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Figure 13 – (a) Graphic of the three EOS used to test several transition pressure (b) Peak-pressure
decay with distance for these three transition pressures.

The transition between these two domains is even visible on a single sensor, if it stands close to
the transition distance. Two examples are shown on Figure 14. The two plots show the pressure
and velocity signals observed at a particular sensor in the case of Pel = 105 Pa (a) and Pel = 104 Pa
(b). These sensors stand respectively at 5cm and 8cm from the impact, which means, according
to figure 13b, that they are both experiencing pressures above Pel. And indeed, on the pressure
signals themselves, the initiation of plastic deformation is visible : the wave jumps from one
regime of propagation to the other at P = Pel, as shown by the dotted lines of figure 14.

This changeover creates a simultaneous bump in the velocity signal. In shock physics, this
bump is called the elastic precursor and has interesting properties. It appears only when the
transition from the elastic to the plastic domain creates a deflexion [Grady, 2017, p. 28]. This
precursor is supersonic : the first arrival in 14a and 14b corresponds to a velocity of 250 m/s for
Pel = 105 Pa and 200 m/s for Pel = 104 Pa. As shown by Figure 13b, it decays slower than the
plastic wave following it. In fact, after the transition to the elastic domain, the elastic precursor
is all that remains of the shock. Therefore, if the transition pressure is to high compared to
the pressure applied on an element, no elastic precursor is visible, because no plastic wave is
created.

The elastic precursor is a precious indicator of the failure threshold of materials. As will be
shown later, some of the sensors of the AVGR experiments display two successive waves, very
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Elastic 
precursor

(a)

Elastic 
precursor

(b)

Figure 14 – ((a) shows the pressure and velocity (norm of the vector) waves associated to a
transition at 105Pa, seen at 5cm from the impact. (b) shows the same changeover for a transition
at 104Pa seen at 8cm from the impact.

similar to an elastic precursor and its plastic successor (see Appendix A). These tests can thus
be used to constrain the pumice volumetric properties.

2.2.3 Transition from the elastic to the plastic regime in the Strength Model

The strength model is an important part of impact simulations. The deviatoric response of the
material conditions the appearance of shear waves. It has importance for seismic detection
as the partition between pressure and shear energy can be monitored by seismic observation.
Therefore, its influence on the shock wave needs to be investigated.

To this end, a set of tests was designed. One particular EOS was chosen to solve the volumetric
deformations, and four yield curves were chosen for the deviatoric model. These four yield
curves are drawn on figure 15a. All of them show the same initial relationship between strength
and mean stress, which is similar to a Mohr/Coulomb relationship with a friction coefficient of
0.7. This curve is shown in blue. However, above a certain stress, here called Pyield, the fracture
curve switches to a horizontal line. This behaviour means that the material is allowed to yield.
Because of the plasticity caused by the too high mean stress, a sand element cannot withstand
more stress or friction, and acts like a viscous fluid.
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Figure 15 – (a) Four different strength models showing 4 different yield stresses. (b) Peak-
pressure decay with distance found with HOSS for these strength models.

Année 2018 – 2019



Marouchka Froment 17

Once again, these four distinct models result in distinct decay features (see figure 15b). As
said before, the energy partitioning of impact is still an active area of research, and the exact
processes at play during yield remain unknown. According to this plot, the lower the yield
stress, the higher the pressure amplitude. One interpretation for this is that, as the material
yields, it becomes unable to dissipate as much energy as before through frictional processes.
Instead of being dissipated, the remaining energy is used to further compress the considered
element.

Once again, a transition between two regimes can be observed. When the pressure drops below
104 Pa, the curve of the model with Pyield = 104 Pa switches from a regime closer to the model
with Pyield = 103 Pa to a regime closer to the two other models. After a distance of propagation
of 20cm, it could be said that all of these three models follow a simple ideal Mohr-Coulomb law,
setting a lower limit for the pressure decay law. The model with Pyield = 103 Pa is still yielding,
and will join the other curves after more propagation, when its pressure drops below 103 Pa.
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Figure 16 – (a) and (b) show the norm of the four velocity waves associated to four distinct yield
stresses, seen at 16cm and 20cm from the impact respectively. The limit between the frictional
and yield regime is marked with dotted lines for Pyield = 103 Pa and Pyield = 104 Pa.

The transition from yield to linear friction results in a visible feature on the sensors’ time series.
Figure 16a (resp. 16b) displays the velocity signals recorded at 16cm (resp. 21cm) for all
four yield models. At these distances from the impact, the models with Pyield = 105 Pa and
Pyield = 106 Pa have reached the linear friction regime, and indeed their signals are very similar.
The model with Pyield = 104 Pa however, is still partly yielding. Below the dotted line, the
velocity follows a slow, straight slope. The shock energy is still absorbed by friction. Above
the dotted line, the velocity signal’s slope becomes steeper and its amplitude is bigger than the
two previous models’. This is a sign of the material’s yielding. The energy, which cannot be
consumed in plastic phenomena as much as before, goes in the element’s kinetic energy. The
same phenomena is visible for the model with Pyield = 103 Pa, even if the transition happens
significantly sooner, as seen by the lower dotted line.

2.2.4 The plastic pore-crushing curve in the EOS

From equation 2, it can be inferred that dP
dε , the derivative of the EOS, might have an influence

on the wave amplitude. As shown in section 2.2.1, the slope of the EOS in the elastic domain is
fixed by the wave velocity observed in the experiments. However, the slope of the pore-crush
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curve is not yet constrained. In the litterature, experimental study of sands at high or low strain
rates show that the plastic behavior of sand can be approximated by the law

σ = σ0 + A010mε, (3)
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KTransition
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K = 8
K = 5

K = 3
K = 1
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Figure 17 – Graphic of the four Equations of State used to
test several transition slopes

with m between 4.5 and 5.5 and
σ being a measure of stress sim-
ilar to pressure [Luo et al., 2011,
Yamamuro et al., 2011, 1996]. The
following section presents the in-
fluence of a variation of the initial
slope A0 and of the power m on
the observed pressure and veloc-
ity signals.

First, the influence of the coeffi-
cient A0 at the beginning of the
pore crush regime was investi-
gated. Four EOS were designed,
as seen on figure 17. Their pore
crushing-law used the same pa-
rameter m = 5, but were shifted
horizontally and vertically in or-
der to have different slopes at
P = Pel. The equivalent bulk modulus of these transitions was computed and is shown on
figure 17.

The influence of the EOS’ slope on the amplitude is demonstrated by figure 18a. The lower
the initial slope, the lower the overall amplitude of the pressure wave. The difference in peak-
pressure between the case K = 8 and K = 1 MPa is almost a decade. This tends to show that
the derivative of the EOS has as much, if not more influence on the energy dissipation, than the
area below the curve.
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Figure 18 – (a) Pressure decay with distance for four distinct transition slopes. The approximate
bulk modulus at the transition is taken lower than the bulk modulus of the elastic domain,
which is 10 MPa. (b) shows the four associated velocity waves measured at 15cm from the
impact.

In terms of velocity signal, the influence of this choice of curve is also strong. Figure 18b shows
four velocity signals, recorded at 15cm from the impact point, for each of these volumetric
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models. The pore-crush curve initial slope appears to have a significant influence on the elastic
precursor shape and length. The lower the pore-crush slope is, the slower this precursor and
the following wave are. This difference in arrival time and amplitude is useful to constrain the
model with the experiments. Indeed, the duration of the elastic precursor, its arrival time, and
the peak velocity time may all be measured on the experimental accelerometers. Using these
informations, an appropriate value of K can be inferred by interpolation from our 4 test values.
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m = 3

m = 4

m = 5
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Figure 19 – Graphic of the four Equations of State used to
test several exponents of the pore-crush curve

If the initial slope of the pore-
crush curve has such a big in-
fluence on the velocity signal,
then what about the derivative at
higher pressures ? Given a fixed
initial slope, the later parts of the
curve might change significantly
depending on the chosen expo-
nent m. The influence of this pa-
rameter was investigated. To this
end, four new EOS were built.
This time, the initial slope was
kept constant, but the exponent
m was changed from 3 to 6 (see
figure 19).

Results are shown on figure 20a
and 20b. This time, it seems that
the pressure decay is not significantly influenced by the change in the EOS slope at high
pressures. Looking at the velocity signals, it seems that the elastic precursors have roughly
the same duration. The peak velocity seems to be the same. One simple explanation for
this is that, during propagation, only the elements closest to the impact will be submitted to
very high pressures. At longer distances, the pressure drops quickly below 104 Pa. Hence, at
low pressures, all exponential curves look the same and have the same slope. The difference
between them is only visible at extreme strains and stresses.
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Figure 20 – (a) Pressure decay with distance for four distinct powers of the pore-crush curve.
(b) shows the four associated velocity waves measured at 13cm from the impact.

It can thus be deduced from this test that experimental results will only allow to constrain a
model of limited pressures and strains. Looking at the elastic precursor and the peak velocity
and acceleration, it will be possible to constrain the beginning of the pore-crushing curve, but its

Année 2018 – 2019



20 Internship Report - M2 GTS

later stages will not be accessible. It will be necessary to make hypothesis, based on literature,
on the power m of the curve.

2.2.5 Equation of state for extreme strains and stresses

As said before, little can be known on the material properties at extreme strains and strain rates.
From the porosity, a maximal theoretical strain can be computed. The porosity α is defined
as the ratio between the pore volume Vs and the total volume V of an element. When this
element has been fully crushed, which means it does not contain any more pores, it should
have been affected by a loss of volume Vs. Thus, the maximal strain of a fully-crushed material
is theoretically:

εm =
∆V
V

=
Vs

V
= α. (4)

In reality, a fully crushed material can still sustain deformation. Indeed, the remaining non-
porous material will act itself as an elastic solid, and deform even more under pressure. This
solid, though, should be far more stiffer than the initial material. This reasoning was made
by [Güldemeister and Wünnemann, 2017] in their simulation of porosity in hypervelocity
impacts. In their work, solids with no porosity were represented by rocks mades of the same
minerals. Hence, different kinds of tuff with different porosities were compared to a perfect
quartzite cristal. The speed of sound and density in such crystals are known. For quartzite,
[Güldemeister and Wünnemann, 2017] used a 5000 m/s sound velocity, which results in a bulk
modulus of K ∼ 60 GPa.

During our tests, the full-crush curve (see Figure 6) was occasionally modified to correspond
to different porosities. But the full-crush curve connects with the pore-crush curve only at
pressures higher than 108 Pa. In the case of such a small impact, only very few elements close
to the impactor reach this curve. A larger distances, the full-crush curve has no influence on
the observed outputs. Therefore, it is not possible to constrain this part of the curve with the
experimental data.

2.3 Creation of the regolith model

2.3.1 Interpretation of the tests

Parameter Effect on
wave velocity

Effect on
amplitude

Effect on
elastic precursor

Kel
deciding factor at long

distances
small

precursor exists if
Ktrans < Kel

Pel small important
determines distance at

which precursor
disappears

Pyield small important negligible

Ktrans

important at the
plastic-elastic

transition

very
important

very important

m
important at small

distances
negligible negligible

Table 2 – Summary of the effects of each studied parameter.
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Following the set of tests from section 2.2, inferring some parameters for a pumice model was
made possible. To do so, observation made on the experiments and the previous results were
combined. The table of figure 2 sums up all the effects of the previously studied parameters.

What follows is the discussion that led to a certain choice of parameters for the model. The
observations allowed by the experimental data are summarised in Appendix A. The final
parameters are summarised in table 3.

The elastic bulk modulus Kel For both Shot #22 and Shot #13, the travel time of the acceler-
ation and velocity wave between the vertical sensors of the AVGR experiments gives the
same P-wave velocities of around 150 m/s. By implication, with a density of 880 kg/m3,
the value of Kel was found to be 10 MPa.

The transition Pressure Pel The elastic precursor is visible on the acceleration signal of the
vertical sensors of Shot #22 and Shot #13. However, the tests showed that in most cases,
geometric attenuation of the wave results in pressures lower than 104 Pa at 21cm from
the point of impact (see 18a, 20a). Therefore, the fact that the transition from the elastic
regime to the plastic regime is visible at 21cm from the impact point means that this
transition occurs at pressures lower than 104 Pa: Pel ≤ 104 Pa. By using a few values
between 103 Pa and 104 Pa, it was found that Pel = 103 was best fitting the elastic precursor
of the vertical sensors at 21cm and 42cm for Shot #13.

The transition slope Ktrans of the pore-crush curve The experiments give use the ampli-
tude and peak time of the velocity and acceleration waves at several sensors. It has
been proven that the transition bulk modulus Ktrans has a strong influence on both these
values. Using a set of slopes similar to Figure 17, it is possible to get velocity and
acceleration signals similar to Figure 18 at 21cm and 42cm vertically from the impact.
By interpolation, a value of Ktrans that yield the right amplitude and peak time can be
inferred. The value of Ktrans = 6 MPa was best fitting the experimental signal.

The power m of the pore-crush curve This parameter was proven to have a limited influ-
ence on the wave’s shape at long distances, given the fact that most of the wave measured
at the experimental sensors is in the elastic regime. The value of m = 5 was chosen, which
was the mean value of the power found in high-pressure, high-strain rate laboratory ex-
periments on sand in the litterature [Luo et al., 2011, Yamamuro et al., 2011, 1996].

The full-crush curve The same argument as for the previous parameters leads us to say that
this full-crush curve will have a limited influence on the signals measured at the sensors.
For the sake of consistency with literature and especially the works of Güldemeister
and Wünnemann [2017], the full-crush curve was considered similar to the elastic bulk
modulus of a quartzite.

The yield value Pyield As seen in section 2.2.3, a low yield pressure can result in artifacts
in the signal’s shape and amplitude. There is no indication of such a behaviour in the
experimental signal. Therefore, the hypothesis was made that the yield pressure was
higher than the pressures reached in the experiments and set it at Pyield = 106 Pa.

Kel Pel Pyield Ktrans m K f c
10 MPa 1 kPa 1 MPa 6 MPa 5 60 GPa

Table 3 – Final parameters for the pumice model.

2.3.2 Comparison of the obtained model with the experiments

With these parameters, a comparison between experimental signals for Shot #13 and signals
produced by HOSS with the previously defined model, is visible on figure 21. Given the very
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long computation time necessary for such model (∼ 100 hours), only the closest sensors at 21cm,
30cm and 42cm are shown.

HOSS signal show good arrival times for vertical sensors at 21cm and 42cm. Peak negative
velocity are similar to the experimental values of -7 cm/s and -1.2 cm/s. For the horizontal
sensor at 30cm, the peak vertical velocity matches the experimental results at 3 mm/s, and the
peak radial velocity is 9 cm/s instead of 6 cm/s. In the acceleration signals, the elastic precursors
appear at the right time for the vertical sensors, although they have a slightly bigger amplitude.

All the parametric tests conducted in the previous sections on the pumice response (except
the tests on the Kel parameter) were made with the impact velocity of Shot #13, which is 980
m/s. Indeed, the high impact velocity of 5820 m/s in Shot #22 caused this setup to be unstable
and made it more difficult to get reasonable computing times. However, once the pumice
model was tuned for Shot #13, it became possible to apply it to Shot #22. Figure 22 shows
the velocity and acceleration waves obtained 21cm down the impact point with an aluminium
impactor and a shot velocity of 5.82 km/s. Despite the factor 5 difference in impact velocity,
the experimental and numerical signals amplitudes are not too far from each other in Shot #22.
The peak negative acceleration is −2.5 · 103 m/s2 for HOSS’s signals and −4.5 · 103 m/s2 for the
accelerometer, which corresponds to 40%. In velocity, this difference is only 15% (from 0.5 to
0.58 m/s). The weak elastic precursor arrival time in the numerical acceleration signal is 0.8 ms,
like in the experiments.

2.4 Limitations of our study

2.4.1 Discrepancies between the model and the experiments

As shown by the figures of section 2.3.2, the proposed pumice model also shows some defects
and shortcomings. Even though the arrival time at the vertical sensors show a good agreement
with the Shot #13 and Shot #22 experiment, it is not the case for the horizontal sensors, whose
numerical signals have to be shifted to match the experimental ones. In the horizontal direction,
the arrival times and shock durations produced by the numerical simulation are too short (2
ms instead of 4 ms). The model misses the complexity of the observed waves, whose velocity
is slower than the vertical pressure waves. As surface waves depend more strongly on the
deviatoric response of the sand, this tends to indicate that our Strength Model needs to be
modified.

Furthermore, a discrepancy between the elastic precursor of the closest sensor of Shot #22 an the
numerical model can be noticed. The shape of the elastic precursor produced by HOSS for Shot
#13 is in agreement with the experiments, but this is not the case for Shot #22. An amplitude of
−4.5 ·103 m/s2, similar to the plastic wave, is measured in the experimental signal. But the elastic
precursor is weak (< 1 · 102 m/s2) in the numerical signal. Unfortunately, given the instability
resulting from the high strain rates of Shot #22 and the computation time needed to simulate
it, this study had to focus on Shot #13. This disagreement might thus be explained by the
high-pressure pore-crush curve, which is hard to constrain with the lower velocity experiment
as the pressure reached in the pumice are smaller. A too weak numerical wave could indeed
indicate that our pore-crush curve is not steep enough at high pressure, and that the power of
the curve should consequently be higher than m = 5. A future work should focus on Shot #22,
to investigate the high-pressure EOS and its effect on the arrival times.

In the same way, a spurious flattening of the velocity wave is visible on all three sensors for Shot
#13, at 5ms for 21cm, 4ms for 42cm and 3ms for 30cm. As will be discussed later, this flattening
could have several explanations. For the horizontal sensors, it might be caused by the absence
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Figure 21 – Comparison of the experimental and numerical acceleration and vertical velocity
signals obtained with Shot #13 at 21cm vertically from the impact (a and b in the vertical direc-
tion), 42cm vertically from the impact (c and d in the vertical direction) and 30cm horizontally
from the impact (e and f in the vertical and radial direction, simulation time shifted by 2ms.)
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Figure 22 – Comparison of the experimental and numerical vertical acceleration (a) and vertical
velocity signals (b) obtained with Shot #22 at 21cm vertically from the impact.

of gravity in the model. However, for the vertical sensors, no explanation has yes been found.
It should be pointed out that this velocity flattening depends on the material model, as shown
for instance by the yield pressure tests of Figure 16a and 16b. During these tests, a constant
velocity was left after the passage of the shock, whose value seems to depend on Pyield.

Finally, our numerical model struggles at representing the velocity rebound observed in the
experiments. Indeed, the experimental signals integrated from the acceleration clearly show
the velocity taking positive values (at 4.8 ms for the Z-velocity at 21cm) and oscillating around
zero as the shock dissipates. This behaviour is not well reproduced by our simulation. This
absence of rebound could have several explanations, some of them are related to the ”spurious
flattening” discussed before. One is linked to an hypothesis made very soon in this work, which
is the absence of tension in the sand. Due to the granular nature of sand, it was considered unable
to resist to positive pressures (negative pressures being compression in our convention) in its
volumetric or deviatoric response. This hypothesis might need to be investigated, as tension
could be the cause of this upward bounce, like with a metallic spring hitting the ground, .

2.4.2 Future investigations on the experiments

In addition to the three limitations previously addressed, many other parameters of the model
might have an influence on the result and should be thoroughly investigated. The following
section proposes possible future works on the pumice setup.

— First of all, the experimental data have not been fully used in this study. To completely
validate this representation of a pumice sand, the movies and crater measurements
provided by Drs. Richardson and Kedar would need to be compared to the numerical
results. More precisely, HOSS simulations would need to be pushed further in time
to get a crater profile and size, and the ejecta angle over time. These informations are
present in the movies and data gathered during the 2012 AVGR campaign. However,
this task comes at a very high computing cost : crater formation takes around 100ms
and would requires a few weeks of computation with the present HOSS setup. A future
work could consist in building a rougher mesh, to be able to investigate the crater shape
over a longer time.

— Gravity was ignored in this work. Indeed, according to the works of Holsapple [1987,
1993], on Earth, gravity will start to be a constraint for crater shapes only for impactors
larger than a meter. Nethertheless, this parameter might be of some importance to
the shock wave itself, and could be investigated. In particular, we suspect gravity to
cause several spurious effects on our simulations, like for the signal of the sensor at
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30cm from the impact point. This sensor is buried 6cm deep into the sand, it is thus
very close to the surface of the testbed. As seen on figure 21f, its velocity signal shows
strange characteristics : after the wavefront passes the sensor, both the radial and vertical
numerical velocities stabilise at a constant positive value, instead of oscillating around
zero like in the experiments. The experimental velocity decreases by 8mm/s in only
3ms, which corresponds to an acceleration of 2.6m/s2. This value is of the same order of
magnitude as the terrestrial gravity. It indicates that gravity could be the cause for this
downward acceleration. The flat velocity of our numerical elements would simply be
them flying up, instead if being pushed down by gravity.
Moreover, in the depth of the sand tank, gravity may also have non negligible effects,
some of which are the creation of force-chains under loading. These effects were investi-
gated by Sun et al. [2009]. Due to the granular nature of sand, stresses do not distribute
homogeneously inside a macroscopic volume of sand. Contact between sand grains
being imperfect at the microscopic scale, stress tends to create chains linking a dozen
of sand grain together. The hydrostatic pressure created by gravity could induce such
force-chains to appear. The sand at depth would be pre-constrained and, according to
Coulomb’s law, would have a bigger strength and be harder to move around. This effect
causes an exponential increase of wave velocities with depth. Morgan et al. [2018, Fig 10]
showed that P-wave velocities could go from 80m/s at the surface to 160m/s at 1 meter
depth because of confining pressure. This is similar to the velocity difference observed
between the experimental horizontal and vertical sensors. The absence of gravity in our
simulation might cause our sand particles to be under-constrained due to the absence
of strong contact between the particles. This results in a so-called fairy-castle structure,
observed for instance on the moon surface.

— Similarly, the effect of tension and cohesion in the sand is not fully understood. This study
made the assumption of a completely unconsolidated, cohesionless sand that couldn’t
sustain any tension. What would be the effect of adding some cohesion between elements
in the strength model? This could be done for instance by shifting damage curves to
negative mean stresses, herewith allowing for a non zero strength at zero mean stress.
An effect on the amplitude can be anticipated, because a more important part of the
incoming energy might be transferred into deviatoric stresses. However, it is more
difficult to anticipate its effect on the shock waves’ shape.

— A well known challenge of numerical models concerns the mesh geometry itself. In the
scientific community, modelers know that a regular, random mesh is necessary to get
correct results. In particular, Pierazzo et al. [2008] has shown that a minimum number of
10 element per projectile radius (cppr) should be respected to get the right shock pressure
values. Our models used a smaller cppr of 3. Moreover, our sand mesh elements are
designed to represent a mesoscopic volume of sand. Given the sand grain size used in
the AVGR tank (0.1 to 0.2mm), the elements closest to the bolide, whose typical size is
1mm, may contain more than a thousand sand grains. The furthest ones, whose length
is closer to 2cm, will contain more than 8 million grains of sand. This mesh effect needs
to be tested in a future work.

— One limitation of Lagrangian shock codes is that they are prone to stability problems,
when some elements undergo too much deformation. The integration scheme used in
HOSS becomes unable to resolve state values’ evolution over a too short distance. The
classical solution to this is simply to decrease the integration time-step, but this may cause
a strong increase in the computation time. HOSS developers came up with another solu-
tion, which is a stabilizer algoritm. This stabilizer detects all elements that have exceeded
a limit strain value, and artificially increases their stiffness. The involved element should
stop deforming and avoid crashing the simulation. As far as this method only implies a
limited number of elements, the resulting shock wave should be unchanged. However,
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it could impact the estimation of the crater size, the crater elements appearing bigger
than they should be. A sensitivity test of the stabilization process might be necessary in
the future.

— The accelerometer used in the experiments have a finite dimension and weight. They are
miniature Endevco 2256A-10 sensors similar in dimension to a cube of 1cm and weight
4.3gm. Their density is thus around 4.3g/cm3, to be compared to the 0.8g/cm3 of the sand
elements. According to its documentation, this captor has a flat response in frequency
between 1Hz and 10 000Hz. But the effects of its shape and weight might still need to be
investigated.

— Finally, this model has only been constrained with two available extreme sets of exper-
imental data, which are Shot #13 and Shot #22. Is it valid for impact speeds inbetween
0.9 and 5.2 km/s (Shots #14, #20, #21) and for lower impact angles (Shots #15, #16, #17,
#18, #19)? Could the conclusions of section 2.2 been applied to describe the 11 other
tests targeting a sand bed instead of a pumice sand ? After all previous questions will
have been answered, the study of these other AVGR tests would allow us to fine-tune
our pumice model, and to develop another model of sand to widen our description of
regolith.

2.4.3 Implications for a Mars-scaled impact

Some additional thoughts will here be discussed, concerning the implications of these results
on the large-scale shock waves created by impacts on planetary surfaces. The goal of this work
is indeed to create a model of Martian Regolith, fit to describe the typical material covering the
surface of the planet. It is worth considering to what extent the pumice sand experiments really
reproduce a planetary impact.

The pumice sand used in the AVGR ”Martian atmosphere” tests are similar to the Johnson Space
Center (JSC) Mars-1 Regolith Simulant [Allen et al., 1997] as said in section 2.1.3. However, even
though this material might be similar in porosity and density to Martian near-surface dust, it
might not be able to fully describe regolith. Indeed, this term incorporates a wide range of soils,
including small stones an blocky ejecta. Though they are ”unconsolidated” materials as well,
they might show very distinct mechanical responses to impacts. For this reason, the modelling
of more complex planetary soils will be necessary in the future. This internship paves the way
to the construction of a two-layer model of the Martian surface, also including a bedrock layer
at depth. Including this second feature will shed some light on the interaction between the
shock wave and some harder, more cohesive materials below the soft regolith.

Moreover, the experiments were conducted with velocities ranging from 1 to 6 km/s. The
minimum impact velocity on a planet is its escape velocity : 5km/s on Mars and 2km/s on
the Moon. The impact velocity distributions computed for the Moon and Mars from observed
asteroid populations yield a mean impact velocity of 9.6 km/s on Mars and 16.1 km/s on the
Moon [Ivanov, 2001]. Therefore, the velocities reached in these experiment might be too small
to fully constrain the impact processes at play on a planet. In particular, some of the information
on the high-pressure response of regolith materials is missed in this study, as it has already been
shown with the example of Shot #13.

Finally, it might be interesting to ask wether the Martian atmosphere might have an influence
on impact processes as well. The AVGR movies showed that the tank near vacuum was still
sufficiently dense to create some turbulences in the dust raised by the impact. Also, on the
data of the two shots, some particular, low amplitude and very fast waves (v ∼ 600m/s) could
be observed just before the arrival of the shock wave, close to the surface. These shocks are
thought to be head waves, which are triggered in the ground by the passage of a faster wave in
the atmosphere. On Mars, the very low temperatures would result in a lower sound speed in
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the atmosphere, but it could still have some effects on the propagation of seismic signals via a
mechanical coupling between the atmosphere and the surface. All of these features of planetary
environments might need to be investigated in future works.

3 Conclusion

During this internship, a numerical setup reproducing NASA/AVGR laboratory hypervelocity
impacts of a bead on a pumice sand bed was built with the software HOSS. Using the same
properties as these experiments, this numerical setup was used to find the parameters of the
equation of state and the strength equation determining the response of the impacted pumice
sand. To do so, the influence of six parameters was tested via six parametric studies.

These parametric studies showed that the elastic domain of the deviatoric and volumetric
models had a strong infuence on the shock wave produced by HOSS. In particular, the elastic
bulk modulus Kel fixes the wave speed away from the source. They also showed that the
transition from the elastic to the plastic domain was the cause of several features in the shock
wave, like the elastic precursor. The latter is mostly determined by the transition pressure Pel
and the transition slope Ktrans in the equation of state.

The results of this study, combined with the characteristics of the observed experimental signal,
allowed for the determination of a set of parameters for the pumice model. In particular, this
model proved to fit the data of the vertical sensors, in terms of amplitude and arrival times.
However, the model could not fit the wave arrival times of the horizontal sensors found in the
experiments, and the upward velocities of vertical sensors.

These discrepancies call for further investigations, notably of the effect of gravity, stabilization
and tension in the material model. A future model should also better include the data of the
experimental Shot #22 to constrain the high-pressure response of the pumice sand, so that it
could qualify to fit the extreme events of planetary impacts on regolith at higher scales.

To conclude, this internship was of great use to better understand the physical meaning of the
parameters in the HOSS material model. Future works should answer the remaining issues
of this pumice sand model, enabling potential use to model more realistic planetary soils, that
include a bedrock layer below an absorbing regolith layer. Starting October, a new nine-months
internship at LANL will initiate, using the same tool and models, a work on the yet unexplored
effect of a low-density atmosphere on the seismic source of Martian impacts.
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Appendix A: Example of Shot #13 data
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Figure 23 – Graphic of the vertical and
horizontal sensors (impactor not to scale)

This appendix displays some experimental data of
Shot #13 and illustrate how informations on the
pumice material were retrieved from them.

Using the three vertical sensors and the four hori-
zontal sensors that form a line radially from the im-
pact point, it is possible to measure the shock wave
velocity. Figures a and b show the propagation of
the signal with distance. The propagation velocity
was measured at 150± 5 m/s for the vertical sensors
and 90 ± 10 m/s for the horizontal sensors.

Figures c (resp. d) show the acceleration (resp.
velocity integrated from the acceleration) signals
recorded 42 cm down the impact point. For this
particular case, the shock wave arrives 2.65 ms af-
ter the impact and peaks at 4.2ms. The maximum

acceleration is ±9 m/s2 and the maximum velocity is -1.2 cm/s. The sensor is first pushed down
by the pressure of the impact, accumulates deformation, and finally rebounds up with a maxi-
mum velocity of 0.9 cm/s. On these signals can be seen the arrival of the shock reflexion at the
bottom of the tank (point R), the rebound of the sensor (from point RB), the elastic precursor
(point E) and the plastic wave (P).
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Figure 24 – (a) and (b) Wave arrival with distance at the vertical and horizontal sensors, in
vertical and radial acceleration. Signals are normalised by the peak positive acceleration, and
red lines indicate the peak amplitude. (c) (resp. (b)) Acceleration (resp. velocity) signals 42cm
down the impact.
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